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ABSTRACT

This paper proposes a new MPEG-4 rate mntrol algorithm for single or multiple object video sequences. The algorithm
aims to achieve an acaurate hit rate with the maximum picture quality while dficiently handling buffer fullness and
scene change. In addition to estimating the bit budget of a frame based on its global coding complexity, the algorithm
dynamically distributes the target bits for each objed within a frame according to its coding complexity. Even though
the VM8 solution and ather algorithms adopt a simple proportional buffer controller, their contral ability is rather
ineffective. The proposed algorithm exploits a novel Proportiona Integrated Differentia (PID) buffer controller to
effedively minimize the buffer overflow or underflow. The PID based controller reduces the deviation between the
current buffer fullnessand the target buffer fullness mitigates the overshoats, and improves the transient response. The
combined effect is a more smoath and effective buffer control. Furthermore, the dgorithm defines a new and effective
coding complexity of an object and dynamically optimizes ®veral parameters. Overadl, the proposed algorithm
successfully achieves accurate target hit rate, provides promising coding quality, deaeases buffer overflow/underflow
and lowers the impact of a scene change.

Keywords. MPEG-4 video coding, rate antrol, bit all ocation, multiple video dbjects, PID buffer control.

1. INTRODUCTION

MPEG-4, due to its affluent functions for supporting doject-based high quality coding is at the forefront of the video
compresson technology and is becoming increasingly popular for present and emerging multimedia gplications'. In
MPEG-4 multimedia, a time-variable visual entity with an arbitrary shape can be individualy manipulated and
combined with other similar entities to produce ascene. The scene is compresed into a hitstream that can be
transmitted through either constant or variable rate channds. To make the transmisson as efficient and accurate as
possble, a variety of coding factors should be jointly considered, for example, encoding rate, channd rate, and scene
content, etc. This results in new research challenges in bit allocation and rate @ntrol schemes, which must satisfy a
spedrum of application requirements.

Most visual communication applicaions use afixed rate transmisgon channel, which means the encoder’s output bit
rate must be regulated to med the transmisson bandwidth. The rate antroller of the encoder adjusts the quantization
parameters (QPs) in order to med the desired encoding hit rate for a source video. At the same time, the encoder must
minimize the lossof the ading quality. The presence of multiple video dojects exacerbates complexity of the encoding
task astherate ontroller must distribute bits among different objects acoording to the application requirements.

Typical rate controll ers estimate the target bit-rate by measuring the buffer fullness A buffer is placed between the
encoder and the channel to smoath out the it rate variation output from the encoder. The encoder generates bits and
stores them in the buffer while the channd removes the bits from the buffer. When the source rate exceels the
transmisgon rate, the buffer temporarily stores the encoded bits 9 that they may be tranamitted later allowing the
encoding gperation to continue. However, when the buffer is full, the encoder must cease generating hits by dropping
frames thereby causing an interruption to the smoathnessof the video. On the other hand, when the buffer is empty, the
communication bandwidth is wasted and the cding quality is lower than its possble target. The buffer size is
determined by the maximum delay all owed. A large buffer size tends to allow smoother video but causes longer delay,
while a gmall buffer size guarantees low delay but may be more likely to skip frames due to overflow. Some rate
control agorithms for MPEG-4 based encoding have been proposed in the past*’, for example, the rate ontrol
agorithmsin VM8 of MPEG-42,

Chiang and Zhang have proposed a rate mntrol algorithm that is salable for various hit rates, spatial and temporal
resolution, and can be applied to bah DCT and wavelet-based coders’. This algorithm is based on a quadratic model



that describes the relation between the required bits for coding the texture and the quantization parameter, the target bits
of a frameisinitially set to a weighted average of the number of bits used in previous frame and R/F. Vetro, Sun and
Wang extended the R-D model to multiple object rate control®, such the tota target bits of a frame are distributed
proportional to the relative size, motion and variance of each object. To provide a proper trade-off between spatial and
temporal coding, the algorithm switches between a high rate coding mode and a low rate one. In the low rate mode, a
mechanism to control the parameters for shape coding is included. Ronda, Eckert, Jaureguizar and Garcia focus on rate
control for real-time applications’. Their algorithms rely on the modelization of the source and the optimization of a cost
criterion based on signal quality parameters. Algorithms are introduced to minimize the average distortion of the objects,
to guarantee desired qualities to the most relevant ones, and to keep constant ratios among the object qualities. Since
their earlier work can only deal with single object rate control’, Lee, Chang and Zhang extended it to multiple object
rate control?. Nunes and Pereira presented a scene level and object rate control agorithm aiming at performing bits
allocation for the several VOs composing a scene, encoded at different VOP rates’.

Even though these agorithms can guarantee arelatively good coding performance, they are not efficient enough to
simultaneously achieving the goals of an accurate target bit rate, high picture quality, avoiding buffer
overflow/underflow, and admirably dealing with a scene change. Since MPEG-4 alows the coding of arbitrarily shaped
objects, multiple objects and asynchronous VOP rate, the encoder must consider the significant amount of bits that are
used to code the shape information, bits allocation among multiple objects, bits allocation for each time dat, etc. This
paper proposes a new MPEG-4 rate control adgorithm caled Re-adjusting Adaptive with Proportional Integrated
Differentia (RAPID). The algorithm aims to achieve an accurate bit rate with the maximum picture qudity while at the
same time handling buffer fullness and scene change. The specific characteristics of the agorithm include: (a) In
addition to estimating the bit budget of a frame based on its global coding complexity, the algorithm dynamically
distributes the target bits for each object within a frame according to its coding complexity; (b) The algorithm exploits a
Proportiond Integrated Differentid (PID) buffer contraller to effectively minimize the buffer overflow or underflow; (c)
The dgorithm defines a new and effective coding complexity of an object; (d) The algorithm proposes severa
adaptation methods to automatically optimize parameters.

Theremainder of this paper is organized as follows: In Section 2, we describe the basic philosophy of the proposed
adaptive rate control algorithm for single/multiple video object. In the same section, we discuss a new buffer control
method named PID controller to maintain a stable buffer level. In Section 3, we present some optimization methods that
further fine tune the efficiency of the proposed algorithm. Section 4 summarizes the algorithm and describes its
functionality. Section 5 includes the experimenta results that demonstrate the performance of the proposed algorithm.
Finally, Section 6 concludes the paper by providing some fina remarks and observations.

2. FOUNDATIONS OF THE PROPOSED ALGORITHM

The proposed rate control algorithm consists of a number of steps. In this section, we describe the principles and
foundations of these steps.

2.1. Initialization Stage

The initiaization stage includes setting up of the encoding parameters and buffer size. The buffer size is initialized
based on latency requirement, while the buffer fullness is initialized as the middle level of the buffer size. We assume
that the required bit rate is constant, multiple VOs are synchronous with the sasme VOP rate, and aframeis defined as a
set of VOPs of different objects with a common presentation time. The total target number of bits generated by the

encoder during tg is Ts =bit_ratexts.
The maximum number of VOPs that can be encoded during t is:
N, =VOP _rate xt .

Thus, the numbers of 1-VOPs, P-VOPs and B-VOPs in the given sequence during t; can be computed by:
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where L is the number of VOPs between two consecutive |-VOPs, K isthe number of B-VOPs between two consecutive
P-VOPs or P-VOP and I-VOP. Furthermore, we should know the weighted average number of hits to be output from the
buffer per frame:

=a, X R ’
p K
@(1)xN, +a(B)xNg +a(P)xNp)
where N,, N, and N; are the numbers of [-VOPs, P-VOPs and B-VOPs which remain to be coded respectively,
a(l),a(B) and a(P) are their weight factors, R, is the total number of bits available for the rest of the image sequence,
a,isa(l), a(B) or a(P) corresponding to the coding type of current \VOP.

2.2 Initial Target Bit Estimation

Based on available hits, the perceptual efficient approach, the past history of each VO and the current time ingtant
characteristics (coding complexity), a combination of strategiesis used to etimate theinitia target bits™>°.,

A coding complexity of VOP; at timet to be encoded is cal culated according to the following formula:
H n _ H1/4
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where P; is the luminance value of pixel j in the i Marco-Block MB; of a motion-compensated residual VOP;, E. isthe

arithmetic average pixel value of MB;, n isthe number of non-transparent pixelsin the MB;, NVO, is the number of non-
transparent macro-blocks in the VOP,.

c
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The coding complexity computed by (1) naturaly combines the object size (NVO,) and average variance of each
macro-block in a VOP, and, therefore, can reflect the instantaneous characterigtics of this VOP. The coding complexity
dictates how many bits can be appropriate for VOPs before really encoding them. This is specially useful when a VO
changes its features rapidly, or when a scene change'®** happens, because the coding complexity of the VOP can reflect
these changes. In the VM8 solution of MPEG-4, target bits are allocated to the current frame only according to the
statistical information of its previous frame, without any consideration to thereal complexity of the current frame. This
may result in inappropriate allocation of bits to the current frame, which can lead to fluctuating and overall degraded
visual quality. A global complexity of current frame at timet can be obtained by:

M
Coy = (NW;  xC; )
where C;, denotes the coding complexity of VOP; in the current frame, NW,, is the normalized weight of VOP; which will
be discussed later. M isthe number of VOs in the current frame. The average global complexity of previous n frames
before time t can be computed by:
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According to the type of the current frame, its target number of bitsisinitialy set to aweighted average bitcount:
X Rf .

a(l)xN, +a(B)xNg +a(P)xN,
Thetotal target bit budget of the current frame to be encoded is then estimated by:

Tr = Tave,t X CC;: eL, )
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where a, is a(B) or a(P) according to the coding type of the current VOP.

The number of target bitsis estimated only for P-VOPs and B-VOPs for each time ingant. We do not estimate target
bits for I-VOPs, which will be explained later. This bits alocation essentialy follows a basic principle: if Cg, is higher
than C,.;, more hits should be alocated to the current frame than the weighted average bits T_, ; on the contrary, if Cg,

ave,

is lower than C,,, fewer bits should be allocated. Hence, appropriate bits can be adaptively allocated to the current
frame and coding quality can be kept constant.

2.3 Target Bits Adjustment Based on the Buffer Occupancy

Theinitia bit target is further refined based on the buffer fullness to get a more accurate target bit estimation. The goal
of the buffer contral istry to keep buffer fullness in the middle level to reduce chances of buffer overflow or underflow:
if buffer occupancy exceeds the middle level, thetarget bits are decreased to some extent; similarly, if buffer occupancy
isbelow the middie levd, the target bits are increased alittle. Even though the VM8 solution and other algorithms adopt
a simple proportiona buffer contraller, their control ability israther ineffective. As shown in our experiment, when the
complexity of a sequence changes drastically, the buffer trendsto be out of contral, especially in thelow hit rate cases.

The proportiona action can reduce the deviation between the current buffer fullness and the target buffer fullness
(typically, middle level), but cannot fully eliminate this deviation. An Integral Controller has the effect of iminating
the deviation by this way: when the deviation lasts, it can automatically enhance the control strength. But it may make
the transient response worse. A Differential Controller has the effect of increasing the stahility of the system, reducing
the overshoot, and improving the transient response. The three-mode Proportiona-Integral-Differential (PID)
controller'?®® (see Figure 1) combines the advantages of each individual controller and thus, is more smooth and
effective. Here we apply this techniqueto our buffer control problem. It can keep buffer fullness around the middle level
and sgnificantly reduce the chances of buffer overflow or underflow.

R=BJ/2 /TN & .| ppBuffer PID. | Buffer | Y=Br,

> > »

'y Controller

Figure 1: The PID buffer Control System

The variable E; representsthe error signal (deviation) at timet, the difference between the desired value R ( half
level of buffer) and the actual output Y (buffer occupancy) at timet, is defined as
_(Bs/2-By)
' B./2

where B; isthe buffer size, B; isthe current buffer fullnessat timet. Thiserror signa E; is sent to the PID controller:
dE
PID, =K, x(E +K; x[E, mt+ded—t‘), ()

where K,,, K; and K, are the Proportional, Integral and Differential control parameter respectively. In the experiments, K,
Ki, and K have been set to 1.0, 0.15 and 0.2 respectively for multiple object coding; and to 1.0, 0.25 and 0.3 respectively
for single abject coding. Then theinitial target bits can be further adjusted by:

T, =T, x(1+PID,). @)
To maintain a minimum acceptable visual quality, the encoder must alocate a minimum number of bits to the
current frame, that is:
R
T, =max{ ——,T,} .
= ma T T
Similarly, to avoid buffer overflow, a maximum number of bitsis giventoit:

. R
T, = min %—zx ,T[%,
o F O



where Rand F arethe bit rate and framerate required by the gplication.

2.4 Dynamic Target Bits Distribution among Multiple VOs

In order to maximize the overall quality of the deaded scene with a given amount of resources, it is important to
effedively distribute the total target bits among multiple objeds for a frame®'*. Normally, arate wntrol scheme should
all ocate more hits to important VOs (e.g., foreground VO) than other areas (e.g., background VOSs). Visual quality
should be bad if improper bits were allocated to VOs. For example, the background VOs may have excdlent quality,
whil e the foreground VOs may have low quality, or there may be unbalanced qualities among VOs. The proposed
algorithm distributes the bit budget at timet for VOP, according to the ading complexity in the foll owing manner:

MW X Cii ey, (5)
CG,t
where T;, represent the target bits all ocated to VOP,; at timet.

T =

2.5 Quantization Parameter Calculation

The quantziation Parameter (QP) for texture encoding is computed based on the Rate Distortion model of each VO for
the @rresponding VOP coding type®'®. Once the number of target bits T;, for VOP, is obtained, the number of target bits
for coding the texture of the ™ ojed can be computed by :

Ttexture J = Ti t H it-17
where H;,; denotes the number of bits actually used for coding the motion, shape and header for VOP, at time t-1. Tiequre
represents the target bits to encode texture information of VOP,. The proposed rate antrol algorithm also adopt this

Rate-Distortion Model2*:
_ X1 [MAD, & X2 [MAD,
Ttexture i + 2
Qi Qi

where MAD; is computed using motion-compensated residual for the luminance @mponent, Q; denotes quantization
level used for VO, X1, and X2, isthefirst and second order model coefficients.

One problem of VM8 isthat Intra cded VOPs are typically encoded with lower quality than Inter coded VOPs, this
result in a larger quality variations and quality decay. It indicates that the bit allocation strategy of VM8 is not very
efficient. The partial reason is explained as follows. A goaod coding quality depends on an acaurate R-D model, and the
acauracy of R-D mode depends on the quality and quantity of the data set used to update it. Generally speaking, more
updating data points in a cding processare likely to yield a more accurate model to refled the video contents. At the
beginning o the coding process the R-D modds of all types of VOPs are very rough Along with the mding process
more and more VOPs are seleded to update these R-D modés and R-D models become more and more accurate than
the original ones. Though this adaptive procedure is truly successful for P-VOPs and B-VOPs, it is not very suitable for
updating I-VOPs R-D model simply because I-VOPs are quite sparse in a coding sequence Even enough quantity of I-
VOPs can be accumulated after many coded 1-VOPs, most of them cannot represent the change of the coming I-VOP.
Thus the R-D modd of I-VOPs is lessaccurate than those of the inter-coded VOPs and, thus, the coding quality of |-
VOPs trendsto fluctuate. To avoid the above problem and achieve a constant coding quality between Intra coded VOPs
and Inter coded VOPs, anovd way is adopted here: We only estimate the number of target bits and calculate QPs for B-
VOPs and P-VOPs but not for I-VOPs. Ingead, when coding an I-VOP, we just employ the average QP of its previous |
Inter coded VOPs with some adjustment. Though this method is quite simple, it is very efficient to overcome visual
quality fluctuation or degradation of I-VOPs. The QPislimited to vary between 1 and 31. To smoath quality fluctuation,
QPisonly alowed to change within 25% of the previous QP.

: (6)

2.6 Encoding and Updating

After encoding video objects within a frame, the encoder updates the R-D model of each VO for the crresponding VOP
coding type based on the encoding results of the arrent ohjeds as well as the past objects. Previous QPs and
corresponding texture bit counts are used in the R-D model updating. The first and seand model parameters, X1, and
X2, aresolved by using linea regresson technique®’. Other parameters adaptation is described in the next sedion.



2.7 Frame-Skipping Control

To effectively avoid buffer overflow, the encoder needs to examine the current buffer fullness before encoding the next
frame: If the buffer occupancy exceeds 80 percentage of the buffer size, the encoder skips the encoding of the next
frame, and the buffer fullness is updated by the channd output rate. Since frame skipping can significantly reduce the
overall perceptual quality, agood rate control algorithm should avoid frame skipping as best asit can.

3. OPTIMIZATION OF THE RATE CONTROL PARAMETERS

To further improve the system performance, some coding parameters should be considered and dynamically adjusted in
the coding process. This section describes these techniques.

3.1 Weight Adjustment for VOP Types

a(l), a(B) and a(P) are weights of I-VOP, B-VOP and P-VOP, respectively; their initial values are set to 3.0, 0.5 and
1.0, respectively. To achieve a smooth visual quality, a(l) and a(B) are updated based on coded |- and B-VOPs, while
a(P) isfixed to 1.0. In principle, if the average coding quality of previously coded B-V OPs (Bpg\r) islower than that of
previous coded P-VOPs (Ppqr), We increase a(B) by a smal amount. Then B-VOP to be coded next time can be
allocated more bits, and thus improve its quality gradualy to keep consistent with the quality of P-VOPs. On the
contrary, if the average PSNR of the coded B-VOPs is higher than that of the coded P-VOPs, we decrease a(B) by a

small amount to get fewer target bits for the next B-VOP, thus decrease its coding qudity gradually to keep close to
PSNRs of P-VOPs.

Pesvr ~Bpawr
o(B) = Dusis x gl Y E )
avebits
where P, s and B, denote the average number of bits used in coding previous n_P P-VOPs and n_B B-VOPs,
respectively; Ppgyr and Bpgyr are their average PSNRs; y = 8, which is determined by experiments. Similarly, a(l) is
also updated by:

| Posnr ~! pavr E
a(l ) — _ avehits xe y (8)
Pavebits
For the reason to keep stability and rapidly reflect the influence of scene variations, (n_| + n_P + n_B) should not be
too short or too long. Here alength of 30 framesis chosen to make a compromise to cal culate the average val ues.

3.2 Weight Adjustment among Multiple Objects

Similarly, to achieve comparable and balanced quality among multiple objects within a frame, or in other words, to
avoid large perceptual quality differences among multiple objects, weight for each object is further adjusted according
to the PSNR difference of previous coded VOPs. PANR ., of VO, (i=2..M) is compared to the PSNR,,, of VO,, if
PINR ., is lower than PSNR,,,, the weight of the VO at time t, W,, is increased a little, thus VO, obtains more target
bits and thus achieves a higher quality; otherwise, Wi, is decreased alittle and achieves lower qudity. We initiglize W, ,
to 1.0 for al VO, and adopt the first object asareferential base, then the weights of other objects are updated:

Pg\lRl,tfl_Pg\lRi,thE
W, =W, er o for i>1, 9)

it-1
where 6 = 16, which is determined by experiments. Note, W,=1.0 forever. Then the normalized weights for al objects
are calculated by:

W

it

2"

Obvioudy, afurther improvement could be easily madeto provide different prior levels for VOs:

NW,, =



PS\IRM,I—PS\IRM,1+P‘ E
W, =W, eE o for 1 >1, (93

where P isthe priority of VO,. R>0 (dB) means ahigher priority while P <0 (dB) corresponds to alower priority. For

example, if one likes the foreground dbject VO, to have a PNSR 3 dB higher than that of the background oljed VO,,
one can set P,=0.0 and B, =3.0.

3.3 Quantization Parameter Updating for I-VOP

Since QP of I-VOP for an ohed is ohtained dredly by averaging QPs of previous | inter coded VOPs, to better
maintain the consistent quality between I-VOP and its previous inter coded VOPs, balance adjustment is applied as
foll owing: QP =QP,.. +B_1I, (10

where QP,; is the QP of 1-VOP;; QP,,, is average QP of | inter coded VOPs before I-VOP;; initialy, 3 1= 1.0and is
updated as foll ows:
PR | ; - PS\R

B _1=p_1+ 'A aed | (12)

where PANR ; isthe PANR of last I-VOP, and PSNR,,; isthe average PSNR of | inter coded VOPs before last |-VOP;;
I=3in the experiment; A is 4 for Sngle object and 16 for multiple oject. Theis because if an I-VOP' s PR is higher
than the average PINR of its previous | inter coded VOPs, The QP for 1-VOP should be increased in order to lower its
coding quality. Otherwise, if the PSNR of an I-VOP is lower than the average PSNR of | inter coded VOPs, The QP of
I-VOP's should be deaeased in order to increase its coding quality. This adjusts the quality of I-VOP to be doser to
those of its previous inter coded VOPs.

4. THE RAPID Rate Control Algorithm
Here, we summarize the previous dions asthe RAPID agorithm. The algorithm has the foll owing steps:

1) Initidizethe parameters for the encoder.

2) Estimate the number of target bitsfor aframe using Equation (1), (2).

3) Adjust target bitsfor aframe based on the buffer occupancy using Equation (3), (4).
4) Distribute target bits among multiple VOs in aframe using Equation (5).

5) Calculatethe Quantziation Parameter using Equation (6), (10).

6) Encode frame/ohjeds.

7) Update R-D Model and adjust other parameters using Equation (7), (8), (9), (11).

8) Apply frame-skipping control, if necessary.

New VOPs Frame Estimate Adjust target bits Distribute target
skipping target hits based on the bits among VOs
—> —
> control for aframe —» buffer occupancy inaframe
D). (2 3. 4 % ®)
| $
Encoding Update R-D modd s and adjust Calculate QPs
—» weights(7), (8), (9), (11) (6), (10) <
S S
V i —
Buffer < :L Initi alization
e I | B i
Coded Bitstrean

——> indicate data flow, —» are @ontrol flow and, --» are just used in initialization.
Figure 2: Thefunctional diagram of RAPID.



5. EXPERIMENTAL RESULTS

This section presents the performance of the proposed RAPID algorithm. We conducted two sets of experiments: one
for encoding a single object with rectangular or arbitrary shape, and the second for encoding multiple objects. The
results achieved here are compared with those achieved using the VM8 rate control algorithm suggested by the MPEG-4
visual standard. Since a skipped VOP is represented in the decoded sequence by repeating the previously coded VOP
according to MPEG-4 core experiments, the PSNR of a skipped VOP is computed by using the previous encoded
VOP>™, |t is obvious that the PSNR of a skipped VOP istypically much lower than that of anormal one.

5.1 Single Object Rate Control

The results of encoding various testing sequences using |-VOP, P-VOP and B-VOP for one rectangular or arbitrary
shape VO are reported in Table 1. For instance, Figure 3a and 4aillustrate PSNR curves and Figure 3b and 4b show the
corresponding buffer occupancy curves for two sequences respectively.

In these experiments, the Intraperiod is set to one second; the number of B-VOPsiis set to 2 between two P-VOPs or
between 1-VOP and P-VOP; the number of P-VOPs is set to 4 between two |-VOPs. The initial values of a(l), a(B)
and a(P) are 3.0, 0.5, and 1.0, respectively, the values of a(l) and a(B) are dynamically adjusted during the encoding

process. All sequences are encoded at 15 frames/sec (fps). Each sequence in Table 1 istested using arelatively higher
bit-rate and a lower bit-rate.

Table 1: Single VO rate control using I-VOPs, B-VOPs, and P-VOPs.

Video Algorithms Bit Rate (Kbps) # Coded VOPs PSNR
Sequence Target Actual Target Actual (dB)
Coastguard VM8 64 64.66 150 145 28.87
(qcif) RAPID 64 63.85 150 150 30.34
Coastguard VM8 128 14154 150 149 32.25
(qcif) RAPID 128 127.40 150 150 33.08
Cotainer VM8 128 127.77 150 136 3185
(cif) RAPID 128 127.27 150 150 33.20
Cotainer VM8 192 196.14 150 139 3331
(cif) RAPID 192 190.44 150 150 34.72
Cotainer VM8 512 533.78 150 145 37.81
(cif) RAPID 512 507.92 150 150 39.63
Bream2_1 VM8 64 65.37 150 145 27.73
(qcif) RAPID 64 64.09 150 150 28.71
Bream2_1 VM8 192 194.85 150 146 35.24
(qcif) RAPID 192 191.91 150 150 36.11
Silent VM8 64 65.08 150 137 3L.76
(qcif) RAPID 64 63.36 150 150 34.04
Silent VM8 128 128.49 150 142 34.92
(qcif) RAPID 128 128.13 150 150 37.70
Silent VM8 180 166.32 150 149 38.18
(qcif) RAPID 180 173.62 150 150 30.15
News VM8 64 63.47 150 143 3152
(qcif) RAPID 64 63.84 150 150 34.27
News VM8 128 129.70 150 143 35.67
(qcif) RAPID 128 126.32 150 150 30.11
Mobile VM8 128 126.50 150 148 25.86
(qcif) RAPID 128 127.02 150 150 27.34
Mobile VM8 384 379.69 150 147 3115
(qcif) RAPID 384 383.93 150 150 32.82
Train & T R VM8 64 66.69 150 149 27.56
(qcif) RAPID 64 63.16 150 150 28.92
Train & T R VM8 256 274.13 150 149 36.23

(qcif) RAPID 256 255.97 150 150 37.11
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Figure 4: Theresults for the Train_&_Tunnd_Right sequence (QCIF) encoded at 64 kbps, 15fps (IBBP...IBBP).
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Table2: Single VO rate cntrol, only I-VOPs and P-VOPs are used in coding.

Video Algorithms Bit Rate (Kbps) # Coded VOPs PI\R
Sequence Target Actual Target Actual (dB)
Coastguard VM8 64 64.44 150 144 29.29

(qcif) RAPID 64 63.78 150 150 2961
Coastguard VM8 128 12870 150 147 3197
(qcif) RAPID 128 12764 150 150 3224
Cotainer VM8 192 19171 150 131 3267
(cif) RAPID 192 19093 150 150 3438
Cotainer VM8 512 507.01 150 142 37.72
(cif) RAPID 512 51102 150 150 3858
Bream2_1 VM 8 64 64.26 150 145 27.88
(qcif) RAPID 64 64.14 150 150 2797
Bream2_1 VM8 192 19362 150 147 35.05
(qcif) RAPID 192 19212 150 150 3530
Silent VM8 64 63.98 150 131 33.00
(qcif) RAPID 64 63.64 150 150 34.05
Silent VM8 128 12792 150 136 3667
(qgif) RAPID 128 12699 150 150 3826
Silent VM8 180 17545 150 150 39.70
(qcif) RAPID 180 17655 150 150 40.22
News VM8 64 63.66 150 131 3258
(qcif) RAPID 64 63.77 150 150 3418
News VM8 128 12885 150 135 37.10
(qcif) RAPID 128 12812 150 150 3873
Mobile VM8 128 12874 150 145 2545
(qcif) RAPID 128 12794 150 150 2575
Mobile VM8 384 38372 150 150 3067
(qcif) RAPID 384 38363 150 150 30.86
Train_Right VM8 64 64.84 150 140 2827
(qcif) RAPID 64 63.76 150 150 28.84
Train_Right VM8 256 256.83 150 146 3582
(qcif) RAPID 256 25485 150 150 3667




Table 2 shows the encoding results of single VO which only I-VOPs and P-VOPs are used. Figure 5a and % shows
PS\R curves and huffer curves for sequence Bream2 1 respedivey. The Intra period is €t to one second. Initidly,
a(l)=3.0and a(P)=1.0.
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Figure5: Theresults for the Bream2_1 sequence (QCIF) encoded at 64kbps, 15fps without using B-VOPs (IP...1P).

By examining theresultsin Table 1 and Table 2, it is obvious that the RAPID achieves more accurate target bit rate
and target frame rate with higher average PR as compared to the VM8 solution. From Figure 3a, 4a and 5a, we
observe that in the VM8 agorithm, intra coded VOPs typically have lower qualities than inter coded VOPs or there are
large fluctuations between them, indicating a lessefficient bit allocation strategy. From Figure 3b, 4b and S, one can
seethe buffer occupancy curves of RAPID are quite stable; they are aound 50% of the buffer size with a small variation.
However, by examining the buffer occupancy curves produced by VMS, it is evident that VM8 has lesscontrol abil ity
and resultsin more frame skipping cases.

5.2 Multiple Object Rate Control

Theresultsfor multiple VO encoding are shown in Table 3. The Intra period is st to 0.5 secnd, and B-VOP is hot used.
Initidly,a(l) = 3.0 and a(P) = 1.0. a(l) is updated during the encoding process All sequences are QCIF format and

are encoded at 30 fps.

With the same @nditions, the VM8 solution skips much more frames than RAPID (seeTable 3), indicating that its
buffer control ability is relatively lessefficient and kit allocation is not very acaurate. Thisis crucial for low bit rates
where the bit resources are scace These results also show that quality differences among VOs of RAPID are smaller
than those of VM8, this ill ustrates the merit of the proposed automatic adaptation methodol ogy.

Figure 6 and 7 show the PNR and huffer fullnesscurves for RAPID and VM8. Note that, large PINR degradations
of I-VOPs exist in VM8 solutions, which cause quality fluctuation. The buffer fullnessof RAPID is around 50% of the
buffer size with a smdl er variation, thusis more stable than the VM8 solution.

Table3: Multiple object rate @ntrol, both I-VOP and P-VOP are alopted.

Video Sequence Algorithms Bit Rate (Kbps) # Coded VOPs PSNR(dB)
Target Actual VO1 VO2 | Target | Actua | VO1 V02
News 1 (Ballet) VM8 128 13013 | 56.09 74.04 150 140 3242 3254
News 2 (Speakers) RAPID 128 12797 | 5650 7147 150 150 32.78 3284
News 1 (Ballet) VM8 256 25936 | 12407 | 13529 | 150 143 37.25 37.48
News 2 (Speakers) RAPID 256 25552 | 12407 | 13145 | 150 150 37.61 37.68
Bream2_0 (Background) VM8 128 13038 | 30.35 10003 | 150 143 40.82 26.34
Bream2_1 RAPID 128 12785 | 1327 11458 | 150 150 38.03 27.17
Bream2_0 (Background) VM8 256 26082 | 5180 20902 | 150 145 4324 3071
Bream2_1 RAPID 256 25559 | 14.96 24163 | 150 150 3864 3181
Children2_1 VM8 192 19281 | 13649 | 56.32 150 145 26.21 3131
Children2_2 RAPID 192 19181 15626 | 3555 150 150 2743 29.27
Children2_1 VM8 384 38470 | 29149 | 9291 150 146 3163 34.95
Children2_2 RAPID 384 38362 | 31003 | 7359 150 150 3179 34.90
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Figure 6: Theresults for the News sequence (QCIF) with 2VOs encoded at 128 kbps, 30fps (IP...IP).
45 —————— " " " " " VM8 VO1 45 ————————— " " " " " VM8 VO2 128000 —DBuffer Size - - - - - VM8
. . RAPID VO RAPID VO2 >, RAPID
| ppags B Q
I § 96000 5k
. SRS
; S 64000 \ o™ W e
‘' H O
— ‘ g 32000
N >
m
25 ‘ ‘ ‘ ‘ 25 : : : : 0 ‘ ‘ ‘ ‘
30 60 90 120 150 0 30 60 90 120 150 0 30 60 90 120 150
VOP Number VOP Number VOP Number
(@ PSNR curves of VOL1. (b) PINR curves of VO2. (c) Buffer Occupancy

Figure 7: Theresults for the News sequence (QCIF) with 2VOs encoded at 256 kips, 30fps (IP...1P).

Theresults given in Table 4 are under a spedal condition that only first VOP is I-VOP and the remaining VOPs are
all P-VOPs. Thisis the simplest case in rate @ntrol. All sequences are QCIF format and are encoded in 30 fps. The
resultsin Table 4 also indicate that the performance of RAPID is better than or at least equal to the VM8 solution.

Table 4: Multiple object rate @ntrol, only P-VOPs are used in test sequences except first I-VOP.

Video Sequence Algorithms Bit Rate (kbps) # Coded VOPs PSNR(dB)
Target | Actual | VO1 VO2 | Target | Actua | VO1 V02
News 1 (Ballet) VM8 128 | 12851 | 6383 | 6468 | 150 150 3353 | 3487
News 2 (Speakers) RAPID 128 | 12887 | 7202 | 5685 | 150 150 3422 | 3429
News 1 (Ballet) VM8 256 | 257.83 | 14294 | 11489 | 150 150 3869 | 39.10
News 2 (Speakers) RAPID 256 | 25794 | 14782 | 11012 | 150 150 3887 | 3894
Bream2_0 (Background) VM8 128 | 12824 | 2673 | 10151 | 150 150 4234 | 27.08
Bream2_1 RAPID 128 | 12781 [ 9.1 11918 | 150 150 3871 | 27.94
Bream2_0 (Background) VM8 256 | 25767 | 4981 | 20743 | 150 150 4407 | 3124
Bream2_1 RAPID 256 | 25559 | 1080 | 24579 | 150 150 4025 [ 3234
Children2_1 VM8 192 | 19229 | 14338 | 4891 | 150 144 2711 | 3416
Children2_2 RAPID 192 | 19200 | 17140 | 2060 | 150 150 2843 | 29.68
Children2_1 VM8 384 [ 38429 | 29608 | 8821 | 150 148 3244 | 4056
Children2_2 RAPID 384 | 38413 | 34375 | 4038 | 150 150 3383 | 3635

As the VM8 agorithm is very sensitive to initial values of QP, unsuitable values of QP can result in many frame
skipping, while RAPID is quite robust, which can work with a wide range of initia QP values without any frame
skipping. In all experiments, initial vaues of QP are aways ®ected for optimizing the VM8 solution, and then these
initia values of QP arealso used in RAPID. Asaresult, RAPID is more robust and can hand e scene change by quickly
adjusting unsuitable values of QP to adapt the new scene. In some cases the frame skipping activity is very frequent in
VM8 solution, espedally when the target bit rate is very low. But, RAPID can ddiver good performances without any



frame skipping under the same cnditions. This indicaes that the @ntrol range of target bit-rate of RAPID iswider than
that of VM8.

6. CONCLUSIONS

In this paper, we proposed a rate wntrol scheme for efficient bit all ocation for MPEG-4 video coding. We proposed
a number of ideas. For example, or scheme mnsiders the amding complexities of both object and frame and then
performs hit allocation among frames and among VOs within a frame based on coding complexities. A PID buffer
control mechanism is used to adjust the global bit rate. Findly, the algorithm performs adjustments for I-VOP aswell as
among multiple VOs within a frame. The performance results for bath single VO and multiple VOs encoding
authenticate that RAPID outperforms the VM8 solution by: (@) providing more acaurate rate regulation; (b) achieving
better picture quality; (¢) reducing quality fluctuation; (d) balancing PINR among bah frames and multiple VOs; (€)
alowing higher priority to favorite VOs; (f) maintaining a more stable buffer level; (g) covering a wide hit-rate cntrol
range; (h) in additional, tolerating unsuitable initial QPs and scene change.
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